
Towards Sentiment and Emotion Analysis of
User Feedback for Digital Libraries

S. Ferilli1, B. De Carolis1, D. Redavid2, and F. Esposito1

1 Dipartimento di Informatica – Università di Bari
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Abstract. The possibility for people to leave comments in blogs and
forums on the Internet allows to study their attitude (in terms of va-
lence or even of specific feelings) on various topics. For some digital
libraries this may be a precious opportunity to understand how their
content is perceived by their users and, as a consequence, to suitably
direct their future strategic choices. So, libraries might want to enrich
their sites with the possibility, for their users, to provide feedback on the
items they have consulted. Of course, manually analyzing all the avail-
able comments would be infeasible. Sentiment Analysis, Opinion Mining
and Emotion Analysis denote the area of research in Computer Science
aimed at automatically analyzing and classifying text documents based
on the underlying opinions expressed by their authors.
Significant problems in building an automatic system for this purpose
are given by the complexity of natural language, by the need of dealing
with several languages, and by the choice of relevant features and of good
approaches to building the models. Following the interesting results ob-
tained for Italian by a system based on a Text Categorization approach,
this paper proposes further experiments to check whether reliable pre-
dictions can be obtained, both for opinions and for feelings.

1 Introduction

For some digital libraries, knowing the attitude of their users toward their content
may be very important to understand how it is perceived by their (actual or
potential) audience and, as a consequence, to suitably direct their future strategic
choices. They might be interested in just the valence of the attitude, or more
specifically in the feelings that some items have raised in their users. This may
be particularly true for libraries containing works of art (movies, music, leisure
literature, etc.), but also for libraries more oriented toward scientific contents.
So, libraries might want to enrich their sites with the possibility, for their users,
to provide feedback on the items they have consulted, e.g. in the form of forums
or blogs. Although they are not libraries technically speaking, most websites of
online shops for buying items that might well end up in libraries already provide
this option (e.g., Amazon). By going through the users’ messages, the library
managers might gain precious information. Of course, manually analyzing all



the available comments would be infeasible. Hence, the interest in automatic
techniques to extract the users’ attitude from their textual comments.

In fact, opinions play a fundamental role in our everyday life, directing or
affecting our decisions in all contexts. People often look for the opinions of oth-
ers before deciding about their own actions. Companies and politicians want
to know what people thinks about their products or actions. So, obvious ap-
plications of SA have been to recommender systems, marketing, brand analysis,
business and government intelligence, Web monitoring, terrorism prevention, etc.
Market-oriented applications, in particular, may take great advantage from the
availability of websites (such as epinions.com and rateitall.com), that collect
feedback, opinions and reviews of users about all kinds of products and services.
E.g., the possible correlations between the dominant sentiment in a film’s reviews
and its income was analyzed in [12].

Opinion Mining was originally defined as aimed at “process[ing] a set of
search results for a given item, generating a list of product attributes (qual-
ity, features, etc.) and aggregating opinions about each of them (poor, mixed,
good)” [7]. It is now considered as a synonym of Sentiment Analysis (SA),
appeared in [6, 18] (where the meaning was borrowed from economics) and
in [20, 15, 14, 25]. The area of interest of SA was subsequently extended to
the study, analysis and classification of text documents based on the underlying
opinions expressed by their authors (e.g., about a product, a service, an event, an
organization, or a person). While early works in the field date back to 1979 [3]
and 1984 [23], thorough research on SA started only in the new millennium,
thanks to the availability of huge amounts of data to be processed in the World
Wide Web and, in particular, in Social Networks, where people exchange ideas
and comments on any branch of human interests [21, 6, 18, 13, 20]. While SA is
interested just in the polarity of the opinion (positive or negative, or maybe neu-
tral), Emotion Analysis aims at classifying the specific kind of emotion expressed
by the text.

Opinions are expressed as text. The text carrying an opinion is called an
opinionated text, and the person or organization who expresses the opinion is
called the opinion holder. The target of the opinion is called object or entity.
The opinion may be about specific features of an object, rather than (or in
addition to) the object as a whole. This is the domain of Feature-Based Sentiment
Analysis, and requires suitable processing to extract the features about which
opinions are expressed, and the associated portion of text. Somehow tricky are
features implicitly expressed by some kinds of adjectives, adverbs or verbs (e.g.,
‘costly’ implicitly identifies the feature ‘price’).

Classifying the polarity of a text based only on the terms that make it up is
not easy [15], especially for machines. There are several reasons for this:

– Intrinsic complexity of natural language (a well-known example is Mark
Twain’s review of a book by Jane Austen: “Jane Austen’s books madden me
so that I can’t conceal my frenzy from the reader. Everytime I read ‘Pride
and Prejudice’ I want to dig her up and beat her over the skull with her own
shin-bone.”)



– Subjectivity of opinions. Even worse, some subjective sentences do not ex-
press any opinion (e.g., “I think I will go there”), while some objective sen-
tence do (e.g., “the phone I bought stopped working in three days”).

– The opinion holder might be different than the author of the message (e.g.,
in a quoted sentence).

– The context of an utterance may change the polarity of an opinion (e.g.,
“should never be missing” is positive if referred to an object, or negative if
referred to a feature).

– Differently from normal Text Categorization, the order in which the terms
appear in the text may be very relevant.

– While ‘direct’ opinions concern a single object and/or feature, ‘compara-
tive’ ones highlight the similarities, differences or preferences between many
objects.

To properly handle this complex landscape, a SA system must accomplish several
sub-tasks, such as the identification of the object of the opinion (when many
objects are compared), of the evaluated features, sometimes of the opinion holder
and even of the moment in which the opinion is expressed.

This paper aims at evaluating whether useful indications about the opinion
and feelings of users toward library items might be drawn from an analysis of
their comments on such items, if available. In particular, we wanted to focus
on the Italian language, whose grammar is more complex and for which less
advanced pre-processing techniques are available with respect to English. The
next section overviews related works. Then, the proposed approach is described
in Section 3 and evaluated in Section 4. Finally, Section 5 draws some conclusions
and outlines future work.

2 Background and Related Work

There are several sub-problems to be faced to carry out SA. First of all, some pre-
processing steps may be needed to clean the input from formatting information
(e.g., in Web pages). Also, it may be useful to filter out all sentences that do not
carry opinions (a problem known as subjectivity classification) [22, 21, 26].

Given the plain text of opinionated sentences, full natural language is still
out of reach for automatic procedures. The lexical level is often considered a fair
trade-off between expressiveness and computational complexity. At this level,
the items of interest are just tokens (words or other elements having an atomic
meaning). To reach further simplification, tokens that are considered meaningless
for the task at hand are removed, and inflected forms of words are normalized.
Stemming reduces each term to its stem, with the risk of merging, as a side effect,
terms having different meaning but the same stem. Lemmatization reduces a
term to its base form, but requires additional linguistic knowledge to be able to
do this. It is unclear whether exploiting phrases or n-grams (i.e., sequences of n
terms in a text) brings a real advantage over just using single words [11].

Although the position of terms may be relevant for SA, the given corpus is
usually represented as a Vector Space, i.e. as a matrix where rows are indexed



with the filtered and normalized terms and columns represent the documents.
Each cell expresses the relevance of a term to a document using a weighting
scheme (e.g., TF*IDF) that is typically directly proportional to the number
of occurrences of the term in that document and inversely proportional to its
spread across the whole corpus. The vector space is often used for learning
predictive models. So, each document can be seen as a vector, that identifies a
point in a space whose dimensions are the terms in the vocabulary. Since the
very large dimensionality may cause various problems, among which inefficiency
and overfitting, dimensionality reduction may be obtained by eliminating some
terms (as in [24]) or by considering a transposed space (as in Latent Semantic
Indexing [8]).

Considering the Part-of-Speech (PoS) tag of terms, i.e. their lexical category,
may be useful for some purposes. Indeed, it is a common feeling that nouns
and verbs express objective concepts, while adjectives or adverbs may be more
indicative of subjectivity. PoS tagging can nowadays be carried out automatically
with satisfactory results. However, problems may arise due to ambiguous words
(e.g., as in “We can can the can”) or unknown ones. Also, using a large set of
tags usually results in tags that have very close meaning, which makes it difficult
to distinguish them using automatic taggers (or even human ones).

The presence of specific words may be very indicative for SA. Opinion words,
i.e. words used to express opinions, are strictly related to PoS. There are also
typical phrases that are commonly understood as expressing definite sentiments
independently of their strict semantics. Sentiment shifters are phrases used to
change the polarity of an opinion from positive to negative or vice versa. Nega-
tions are an outstanding example, but again the issue may be tricky (e.g., in the
correlation ‘not only ... but also’).

Sentiment Polarity Classification consists in assigning the text to a category
that represents a value in a given scale. In ‘Binary Sentiment Classification’ the
scale includes just the two extremes (to be interpreted as positive/negative, or
in favor/against, etc.). Document-level Sentiment Classification focuses on the
assessment of the opinion of an opinion holder on a single entity in a whole
opinionated document. The underlying assumption is that the document was
written by a single author, and that the author expressed opinions on a single
object. While product reviews usually fulfill this assumption, blog posts or forum
discussions often do not. In these cases, one needs to preliminarily decompose the
text in different pieces, each referred to a single object. If the pieces corresponds
to sentences, one gets Sentence-Level Sentiment Classification.

Machine Learning-based techniques for sentiment classification can use su-
pervised or unsupervised approaches. In the former case, a ‘training set’ of doc-
uments annotated with the correct sentiment is needed, and performance can be
evaluated using a different ‘test set’. Producing these sets manually can be very
costly, but opinions on the Web are often associated with a numeric evaluation
(e.g., in terms of ‘stars’) that can be used to derive the associated sentiment. In
the unsupervised case, the system takes unlabeled data and tries to find mean-
ingful correlations among them. Supervised learning is more interesting here,



because it somehow constrains the systems to reproduce in the learned models
the same behavior as the expert who labeled the data, which is very important
in our case. In the supervised setting, [15] profitably used Naive Bayes (NB),
Maximum Entropy (ME) and Support Vector Machines (SVM) to classify film
reviews as positive or negative. As features they use term vectors obtained with-
out stemming or stopword removal, and considered only single terms appearing
at least 4 times in the corpus and bi-grams appearing at least 7 times. They also
implemented a simple mechanism to recognize the presence of negations that
invert the polarity. Different settings led to precision slightly above 80%, but the
results of ME based only on adjectives reached just 77.7%.

Emotions and opinions are strictly related. The intensity of opinion is related
to the intensity of some emotions, such as happiness and anger. Ekman [9] iden-
tified a set of ‘primary’ emotions that are universal (i.e., not determined by the
culture or place where one lives): anger, disgust, sadness, joy, fear, and surprise.
‘Secondary’ emotions derive from them, but depend on the culture and are de-
veloped during growth. Emotions can be exploited to understand the behavior
of people on social media, or of individuals (e.g., understanding suicides based
on letters written before the event) [4]. Emotions are inherently multi-modal, in-
volving text, sound and images. However, most works focused on text, due to its
explicit encoding of information. Feeler [5], an emotion-based document classi-
fier, exploits stopword removal (excluding emotional words), negations, question
and exclamation marks (replaced by explicit labels) but no PoS information.
The Vector Space Model-based classifier proved to be as effective as a Support
Vector Machines-based one and a Naive Bayes approach on short sentences. It
also emerged that the use of stemming improves accuracy.

3 Proposed approach

In a previous work [10], we developed a system for Sentiment Analysis/Opinion
Mining and Emotion Analysis that obtained interesting results on the task of
determining the polarity of opinions concerning movies and expressed in Italian.
This is especially relevant because Italian is a more complex language than
English, and so many and so reliable linguistic resources and systems are not
available for it as for English. This allows to hypothesize that good results can be
obtained also for several other languages. To be general and context-independent,
the system relies on supervised Machine Learning approaches. For the sake of
flexibility, it allows to select different combinations of features to be used for
learning the predictive models. In the following, we recall the system’s technical
features.

Our system casts the Sentiment Classification problem as a TC task, where
the categories represent the polarity (or the emotions). However, several differ-
ences exist with respect to classical topic-based TC: topics are objective, while
sentiments are subjective; there may be hundreds (or even thousands) of top-
ics, but just a few sentiments (at the extreme, just two polarities, positive and
negative); topics are usually application-dependent, while sentiment is general;



topics may be independent from each other, while sentiments typically are not
(e.g., in the evaluation of an object based on a number of ‘stars’ the categories
are different degrees of a single scale).

Text Categorization (TC) is the activity aimed at mapping documents in
natural language to a pre-defined set of categories. Formally, given a set of doc-
uments D and a set of categories C, a text classifier implements a function
Φ : D ×C → {True, False} that for each document-category pair says whether
the document belongs to the category. The ‘hard’ categorization can be replaced
by a degree of belonging (Φi : D × C → [0, 1]). Often, the target function Φ
is unknown, and must be approximated by another function Φ′ with the same
pattern as Φ. Manually creating logic rules for each category, to be used to clas-
sify documents, is costly, difficult (both for creation and for update) and allows
limited reuse of the rules in different domains. Supervised Machine Learning
approaches learn Φ′ inductively based on the observation of the features of a ‘
training set’ of documents manually classified by experts as belonging (‘positive
examples’) or not (‘negative examples’) to specific categories. The learned clas-
sifier can be applied on an additional ‘test set’ of documents whose category is
known to check whether its predictions are correct.

To learn a classifier, one must first choose what features to consider to de-
scribe the documents, and what is the learning method to be exploited. An
analysis of the state-of-the-art, as reported in previous sections, suggested that
no single approach can be considered as the absolute winner, and that different
approaches, based on different perspectives, may reach interesting results on dif-
ferent features. Assuming that these perspectives are sufficiently complementary
to mutually provide strengths and support weaknesses, our proposal is to set up
a subset of approaches and features to be brought to cooperation.

3.1 Features

As said, most NLP approaches and applications focus on the lexical/grammatical
level as a good tradeoff for expressiveness and complexity, effectiveness and effi-
ciency. Accordingly, we have decided to take into account the following kinds of
descriptors:

– single, normalized words (ignoring dates, numbers and the like), that we
believe convey most informational content in a text;

– abbreviations, acronyms, and colloquial expressions, especially those that are
often found in informal texts such as blog posts on the Internet and phone
messages;

– n-grams (groups of n consecutive terms) whose frequency of occurrence in the
corpus is above a pre-defined threshold, that sometimes may be particularly
meaningful;

– PoS tags, that are intuitively discriminant for subjectivity;
– expressive punctuation (dots, exclamation and question marks), that may

be indicative of subjectivity and emotional involvement;
– emoticons, due to their direct and explicit relationship to emotions and

moods.



For NLP pre-processing, we used the TreeTagger [17] for PoS-tagging and the
Snowball suite [16] for stemming.

All the selected features are collectively represented in a single vector space
based on the real-valued weighting scheme of Term Frequency - Inverse Docu-
ment Frequency (TF-IDF):

tfidf(ti, dj) = #(ti, dj) · log2
|T |

#T (ti)

where #(ti, dj) is the number of occurrences of term ti in document dj , and
#T (ti) is the number of documents in the training set T that include term ti.
To have values into [0, 1] we use cosine normalization:

wij =
tfidf(ti, dj)√∑n
k=1 tfidf(tk, dj)

2
(1)

where n is the number of terms occurring at least once in the training set doc-
uments. To reduce the dimensionality of the vector space, Document Frequency
(i.e., removing terms that do not pass a pre-defined frequency threshold) was
used as a good tradeoff between simplicity and effectiveness.

3.2 Algorithms

To build the classification model we focused on two complementary approaches
that have been proved effective in the literature: a similarity-based one (Rocchio)
and a probabilistic one (Naive Bayes).

For each category ck ∈ C, Rocchio’s algorithm creates an explicit profile,
reporting the weight of each term in the training set vocabulary, in the form of
a ‘prototype vector’ pk = ⟨p1k, . . . , pnk⟩:

pik = β ·
∑

dj∈Pk

wij

|Pk|
− γ ·

∑
dj∈Nk

wij

|Nk|

where wij is the weight reported in the vector space, in our case as defined in
(1), Pk is the subset of documents in the training set that belong to category ck,
Nk is the subset of documents in the training set that do not belong to category
ck, and β, γ are parameters that allow to balance the importance of positive and
negative instances on the classifier (e.g., taking β = 1, γ = 0 ignores negative
examples and returns as a prototype the centroid of the positive ones). A new
document is classified simply by comparing its associated vector to all prototype
vectors, and taking the category associated to the most similar. Cosine similarity,
measuring the angle between two vectors, can be used for this purpose:

sim(dj , pk) =
dj · pk

|dj | · |pk|
=

∑n
i=1 wij · wik√∑n

i=1 w
2
ij ·

∑n
i=1 w

2
ik

It has the advantage of being less affected by the dimensionality of the space
and by the normalization applied to the TF*IDF value. Note that consistency in



this approach a training example might be classified differently than its known
label used for learning.

A Naive Bayes classifier allows to infer the posterior probability p(ck|d) of a
document d = ⟨d1, . . . , dn⟩ belonging to a category ck based on the likelihood of
its terms being found in documents that are known to be in that category:

p(ck|d) ∝ p(ck) · p(d|ck) ≈
|Tk|
|T |

·
n∏

j=1

nkj + 1

nk + n

p(ck) is the a priori likelihood of category ck. Assuming that the categories
are disjoint (i.e., each document may belong to only one category), it can be

computed as p(ck) = |Tk|
|T | , where Tk is the subset of the training set T that

belongs to class ck. Assuming that the terms in the document are statistically
independent from each other (a clearly false assumption, but one that signif-
icantly reduces computational demands —whence the term ‘naive’), one gets
p(d|ck) = p(d1 ∧ · · · ∧ dn|ck)) =

∏n
j=1 p(dj |ck) where the posterior probability of

terms can be computed as p(dj |ck) = nij

ni
, with nkj the number of occurrences of

term dj in documents belonging to category ck and nk the sum of all occurrences
of all terms in documents of category ck. The Laplace correction to the relative
frequency p(dj |ck) ≈ nkj+1

nk+n avoids that p(t|c) = 0 if a term t is not present in
the documents of a category c, which would yield 0 for the whole product. The
category of an unknown document d is computed as the one that maximizes the
posterior probability:

arg max
ck∈C

p(ck) ·
t∏

j=1

p(dj |ck)

where t is the number of terms that are present in d, and dj is the j-th document
in d.

Our system combines the above approaches in a committee, where each clas-
sifier i = 1, 2 plays the role of a different domain expert that assigns a score sik to
category ck for each document to be classified. The final prediction is obtained as
class c = argmaxk Sk, considering a function Sk = f(s1k, s

2
k) [19]. This approach

has the advantage of allowing easy extension with additional classifiers when
needed. There is a wide range of options for function f . In our case we use a
weighted sum, which requires that the values returned by the single approaches
are comparable, i.e. they refer to the same scale. In fact, while the Naive Bayes
approach returns probability values, Rocchio’s classifier returns similarity values,
both in [0, 1].

4 Experiments

Experiments on Opinion Mining were run in [10] on a dataset of 2000 reviews in
Italian language, concerning 558 movies, taken from http://filmup.leonardo.it/.
The evaluation, expressed as a number of ‘stars’ (from 1 to 10), associated to re-
views was used to distinguish positive (6 to 10 stars) from negative (1 to 5 stars)



examples. The corpus included half positive reviews and half negative ones. On
a quite mediocre platform (a PC endowed with an Intel Core 2 Duo E6750 work-
ing at 2.66 GHz and 2 GB RAM, running Windows 8), using different sets of
features, runtime ranged between 3’25” (for 5892 features) and 13’08” (for 9001
features, of which 2784 n-grams). This should ensure applicability of our method
even using very cheap resources. The use of n-grams significantly increases the
number of features, and runtime as a consequence. Classification performance
was evaluated on 17 different feature settings using a 5-fold cross-validation pro-
cedure. Equal weight was assigned to all classifiers in the committee. Overall
accuracy reported in [10] was always above 81%, and always above 82% for the
committee. These are very good results, compared to the state-of-the-art for
English and especially for Italian. When Rocchio outperformed Naive Bayes, ac-
curacy of the committee was greater than that of the components; in the other
cases, corresponding to settings that used n-grams, Naive Bayes alone was the
winner. Even if balanced between positive and negative cases, accuracy on the
former was always better than that on the latter. This is somehow surprising,
because it is commonly believed that negative emotions are stronger, and hence
easier to recognize.

To further evaluate the proposed approach in the perspective of using it for
digital libraries, we devised two experiments. One still concerned the Opinion
Mining task, but involved the Evalita Sentipolc 2014 dataset. It consists of 4513
tweets, collected by harnessing Twitter messages in Italian with mainly a politic
content, encoded as described in [2]. Compared with the previous dataset, it
has two peculiarities. First, it is standard in the literature, and was used as a
benchmark for state-of-the-art competitions. Second, it involves tweets, that are
shorter than the movie reviews, so that it can check the performance of the sys-
tem on a different ground. Since we were again interested in just distinguishing
positive messages from negative ones, neutral items in the dataset were removed,
yielding a reduced dataset made up of 2091 tweets (1412 negative and 679 posi-
tive ones). In this case we used only the system configuration that provided the
best results in the previous experiments:

Normalization PoS tags Punct./Abbrev. n-grams

lemmas nouns, verbs, adjectives, adverbs, emoti-
cons

Yes –

We carried out a 10-fold cross validation whose results in terms of Precision (P ),
Recall (R) and F1-measure (F1) are as follows:

Positive Negative Average
P R F1 P R F1 P R F1

0.752 0.498 0.599 0.750 0.901 0.819 0.751 0.700 0.724

In this case we used Precision (P), Recall (R), and F1-measure (F1 ), since
the dataset was imbalanced toward negative examples. These are figures that
compare well to the state-of-the-art best system in the competition [1]. Recall
on positive cases is worse than on negative ones, possibly due to the difference



in the number of examples in the two classes of the dataset. Anyway, this may
be a useful outcome, because library managers (differently from e-business site
holders) may be more interested in identifying and analyzing criticisms than on
reading positive comments.

Analyzing the emotions expressed by the users’ comments may also be of
interest, since it may provide a more precise and detailed account about which
sentiment the digital content (document, movie, song, etc.) triggered in the user.
To this aim we trained the classifier on three classes, selected to represent the
more standard and relevant emotions that items in a library might cause in a
user. So, we included one positive emotion (happiness) and two negative ones
(for the moment we focused on a lightly negative one, sadness, and a strongly
negative one, anger). We used a dataset purposely collected for this experiment
by taking 800 comments about movies from filmup and showing them randomly
to 11 human raters. The raters were asked to evaluate whether the opinion about
the movie expressed one of the three feelings of interest, and in such a case which
one. A label was given to each comment according to the majority agreement
criterion. Those comments for which majority was not reached were discarded.
At the end of this process the dataset included 752 entries (namely: 406 for
happyness, 175 for sadness, and 171 for anger). The features for this experiment
involved an extended set of Pos tags:

Normalization PoS tags Punct./Abbrev. n-grams

lemmas nouns, verbs, adjectives, adverbs, articles,
pronouns, emoticons

Yes –

Then we ran a 10-fold cross validation whose results in terms of Precision (P ),
Recall (R) and F1-measure (F1) are as follows:

Anger Happiness Sadness Average
P R F1 P R F1 P R F1 P R F1

0.698 0.408 0.514 0.742 0.870 0.801 0.630 0.575 0.600 0.690 0.617 0.651

It is possible to note that the emotion analyzer performs well on the Happiness
class, while its performance is less accurate for the other two classes. This might
be due to the fact that the dataset was imbalanced. However, positive emotions
are typically harder to recognize than negative ones. This makes us confident
that, in any case, combining our classifier with other state-of-the-art ones might
improve the overall results.

5 Conclusions

The possibility for people to leave comments in blogs and forums on the Internet
allows to study their attitude (in terms of valence or even of specific feelings) on
various topics. For some digital libraries this may be a precious opportunity to
understand how their content is perceived by their users and, as a consequence,
to suitably direct their future strategic choices. So, libraries might want to enrich
their sites with the possibility, for their users, to provide feedback on the items



they have consulted. Of course, manually analyzing all the available comments
would be infeasible. Sentiment Analysis, Opinion Mining and Emotion Analysis
denote the area of research in Computer Science aimed at automatically analyz-
ing and classifying text documents based on the underlying opinions expressed
by their authors.

Significant problems in building an automatic system for this purpose are
given by the complexity of natural language, by the need of dealing with several
languages, and by the choice of relevant features and of good approaches to
building the models. Following the interesting results obtained for Italian by a
system based on a Text Categorization approach, this paper proposed further
experiments to check whether reliable predictions can be obtained, both for
opinions and for feelings. Experimental results compare well to state-of-the-art
tools, suggesting that the proposed approach might be profitably exploited in
the target application domain.

To test this hypothesis, future work will include experiments on use cases
specifically concerning digital libraries dedicated to art, provided that the users
comments are collected and made available by such libraries. We also plan to
extend the set of emotions to be recognized, including at least all primary ones.
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