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Abstract

We present a novel approach to obtain a mosaic image for ttfi@csutexture
content of a surface of revolution (SOR) from a collectiomptalibrated views.
The SOR scene constraint is used to calibrate each view & the corre-
sponding pictorial content into a global representatioetrid surface properties
are extracted from each view by exploiting special propsrif the imaged SOR
geometry expressed in terms of homologies. Image alignisemthieved by
projecting imaged surface elements onto a reference pdentkthen registering
them according to a translational motion model. This worlee&s previous re-
search on calibrated scenes of right circular cylinders¢aniore general case of
uncalibrated SOR scenes. Experimental results with imedes from the web
demonstrate the effectiveness and the general appliyadiilihe approach.

1 Introduction and Related Wor k

Image mosaicing consists in merging collections of imagesry a partially overlapping
content. The process can be decomposed into three main $teps the transformations
relating each image coordinate system with a reference mmeanputed; the images are
then warped according to the associated transformatioddjraally aligned to each other to
compose a single mosaic image.

Several approaches were proposed in the literature, mdiffgring in the alignment
methods adopted and in the class of warping transformationsidered [8], [20]. The most
common warping transformations fall into the class of prtiye and affine planar parametric
models, related to special camera motions (e.g., rotatiohyg and/or scene geometry (e.g.,
planar scenes) [15], [7]. A typical example is that of pamtitamosaics, which are obtained
either with a pan-only or with a pan/tilt camera, and areHertwarped onto a cylindrical
or a spherical manifold, respectively, to obtain a 3@norama [12], [2], [18]. A general
technique for projecting an image mosaic onto a curved rakthéfccording to camera motion
is developed in [19].

If camera motion is unconstrained but the scene is plaramdard parametric models
(i.e., planar homographies) can still be used for mosaipimgoses. This is not the case
for general curved scenes, that require image transfoomatiodels which are more com-
plex than homographies and are typically—even if not alwdy$—non parametric. Due
to its intrinsic difficulties, the problem of curved scenesaiting under general motion has
been largely neglected by the research community. As arpéigoe a method for mosaicing
the pictorial content painted on right circular cylinderasapresented in [14]. That method
requires that internal camera parameters are known in advare external orientation pa-
rameters and the imaged symmetry axis are obtained frormtaged circular cross sections.
As the method does not fully exploit prior knowledge aboetreegeometry, pictorial surface



elements cannot be metrically sampled in the warping stepgaometric distortions are in-
troduced. This may affect significantly the subsequennatignt step and the visual quality
of the obtained mosaic.

In this paper, a novel approach is presented for the creafiamsaics from collections
of uncalibrated perspective views of a Surface of Revolu(®OR). A projective model of
SOR scene geometry based on homologies is used both toataléech single view and
to align metrically the corresponding surface pictoriahtamt from each view according to
a translational motion model. The original contributiontios work is two-fold. First, the
approach extends previous literature on curved surfactdsetbroad class of SOR objects.
Second, calibration information need not be known in adgahat can be obtained directly
from SOR scene geometry. Experimental results with imaglesnt from the web demon-
strate the effectiveness and the general applicabilithetipproach. In particular, the visual
quality of the results is comparable with the one obtaineti wkpensive 3D laser scanning
technologies (see e.g. [9]) typically used for culturalitagre applications.
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Figure 1: Mosaicing from two SOR images.

2 TheApproach

Fig. 1 shows an example of mosaic creation from two SOR vidlig.imaged SOR surface
regions visible from each view (Fig. 1, left) are first indiually mapped onto a reference
plane (Fig. 1, middle), whereon they can be aligned togethémmerged into a single mosaic
image (Fig. 1, right).

The mosaicing approach consists of three main steps. Inriesfep, the imaged SOR
geometry of each view is estimated from the visible segmefniso imaged cross sections,
and used to compute the internal camera parameters. Thed®QR geometry is then
exploited together with the calibration information and tmaged SOR silhouette to obtain,
for each view, a SOR parameterization common to all the vigevto a translation (second
step). This removes the projective distortion due to thegief@rmation process, and allows
the imaged SOR regions visible from each view to be warped@nbmmon reference plane.
In the final step (alignment and compositing), the unknowanstation for each warped image
is estimated by region-based image registration, and useictate the mosaic image. In the
following sections, each of the steps above will be desdribeletail.

2.1 Imaged SOR Geometry and Camera Calibration

A SOR can be parameterized B&9,z) = (p(z)cog0),p(z)sin(6),z) , where8 € [0, 2]
andze [0,1]. The scaling functiom(z) controls the 3D shape of the SOR. (In the special
case of constarp(z), the SOR reduces to the right circular cylinder addressétidin) The
perspective projection of a SOR gives rise to two differentdk of image curves, namely



the apparent contour and theimaged cross sections. The former is the image of the points
at which the surface is smooth and the projection rays agetarto the surface; the shape
of this curve is view dependent. On the other hand, imagessscsections are view inde-
pendent elliptical curves, that correspond to paralleix@ecircles in 3D and arise from

surface normal discontinuities or surface texture contBoth the apparent contour and the

imaged cross sections of a SOR are transformed onto theasskeyva 4-dof harmonic ho-
mologyH =1 — Z% , wherels andv, are respectively the imaged axis of revolution and
the vanishing poiroft of the normal direction of the plane passhroughls and the camera
center [13]. These geometric entities are strictly reldtethe calibration matrix, which
embeds information about the internal camera parametarparticular it holdds = WV,
wherew = K~ 'Kt is the image of the absolute conic [7]. Moreover, since cses$ions are
parallel circles in 3D, they intersect at the circular psiot the families of planes orthogonal
to the SOR symmetry axis. Their projection in the imdg®)dj, are also related to the image

of the absolute conic d$ wi = 0 andj” wj = 0. The resulting system

iTwi=0
jTwj=0 (1)
ls = WV

provides four linear constraints @an, whose coefficients can be computed from two imaged
ellipses as shown in [4] [5]. A symbolic representation &f geometrical relationships in-
volved in Eg. 1 is shown in Fig. 2(a). It can be demonstratad ¢émly three out of the four
constraints above are actually independent. Therefoeesyktem of Eq. 1 can be used to
calibrate a natural camera (zero skew and known aspect Badiofs) from a single image.

@ (b)
Figure 2: (a): A symbolic representation of the geometryashera calibration. The IAC is
shown dashed to remind that it is a pure imaginary conic. ({® Jeometry of imaged SOR
parametrization.

2.2 Imaged SOR Parameterization

The image of any SOR point can be backprojected uniquely thet@oaxial right cylinder
(cog8),sin(0),2); this, in turn, can be unrolled onto the plaf® z) used as reference plane
for mosaicing. The imaged SOR parametrization just deedrib nothing but the (unknown)
warping transformation connecting the image and the mwgpjlanes. This section shows
how to evaluate the imaged SOR parametrization from the @uh&PR geometry introduced
in the previous section and the apparent contour. The faligwhree properties hold (see
Fig. 2(b) for a graphical interpretation):



Objective:

e Givenc, lw, Is, Veo andx;, € y. Compute the imaged cross secti@rtangent ak,.
Algorithm:

1. Compute the tangent lifkatx, < y.
Uoo = I X loo
. Computex € C at which the tangent linkis incident withue
vw:(xxx’y)xlS
Weo = (X X X)) X leo
My = {VWsWOvavxly}

=1 1)Yuld
S W=T+4 (- )Vw|w
¢ =wTew 1l

©® N oo rwN

Table 1: Computation of the imaged cross sectibtangent to an assigned pobq; on the
apparent contouwy. (see Fig.2(b))

Property 2.1 The apparent contour is tangent to an imaged cross section at any point of
contact [1].

Property 2.2 The lines tangent to two distinct imaged cross sections C and ¢’ at any two

el
pointsx and x’ arerelated by the planar homologyw = I + (p — 1)v"T'i’° asx’ =Wx, and have
the same vanishing point u., which lies on the vanishing line |, of all the planes orthogonal

to the SOR symmetry axis. The point v lies on [s.

Property 2.3 The 3D pointswhoseimagesx € C and x’ € ¢’ arerelated asx’ = Wx belong to
the same SOR meridian 8 = constant.

With reference to Fig.2(b), the cross secti@ris tangent to the apparent contguand the
pointx; is the contact point of property 2.1. The liH¢angent ak|, meetd., atus. The line

| passing byu. and tangent t@ gives the poink. The pointsx andx’y correspond under the
homologyw of property 2.3, whild’ andl are the tangent lines of property 2.2. The properties
above are used in the algorithms shown in Tables 1, 2(a) a2(@3B to solve the imaged SOR
parametrization problem. The algorithms in Tab. 3 is thertayst algorithm performing
image transformation by using the algorithms in Tabs. 1) 224b). The algorithmin Tab. 1
computes the imaged cross sectimangent ay at its generic poinx’y € y by transforming

a visible cross sectio. The inputd., s, Vo, are computed from two visible cross section
as described in [4]. This algorithm allows one to “move” aijvely along imaged cross
sections. In particular Tab. 2(a) and 2(b) show how to indg&rgeric imaged surface element
with a unique value 0f andz respectively.

Solving for the Euclidean 8. The angle between two lines in a world plamean be
computed in the image in terms of the vanishing points of ithesland the imaged circular
points of the plane as shown in Fig. 3(a). In the figure, thdidean (world anglep between
the two imaged linely andls can be calculated by the Laguerre’s formula [6]

6= 3 1og({Ve,vs.ii}) @

where{} denotes the usual cross ratio of four points [16]. In ordefttain an imaged point
at a givenf in a generic imaged cross sectionthe Eq. 2 is inverted. By expressing the
generic point on the vanishing ling of masv(A) =i+ A(i—j), Eq. 2 can be rewritten as

€20 = (Mg, A, A, A}, ®)



whereAg, As, Ai = 0 andAj = —1 are the values of the complex parameteespectively for
the pointsvg, v, i andj. Given the imaged axis of revolutida= (I1,l»,I3) and the imaged
circular points = conj(j) = (a+ib,c+id, 1), by solving forAs the equationlv(As) = 0 we
getAs = — 3 [1+itang), where

|18.+|2C+|3) 4)

o= arctan( bt 1

Xx(6,)

x(6,.2,)

@) (b)
Figure 3: (a) Sampling an imaged cross secti¢n) at a given Euclidean angk. (b) The
texture transformation.

By replacing the above value af into Eg. 3, the value olg can be computed as
1 .
o= [L+itan(@+0) (5)

which yields the vanishing point ag =i+ Ag(i —j). The image lindg = vg x 0—where
0=C"1(2)l» is the image of the cross section center—intercepts thedthpgrallet at two

points, of which the required poir{6,z) on the visible imaged meridign(0) is the farthest
one fromvg along the lindy. Tab. 2(a) summarizes the described algorithm.

Solving for the metric z For any givend, the algorithms of Tab. 1 and Tab. 2(a) can
be used to obtain the whole imaged meridjgi®). Thez value associated to each of the
points of this imaged meridian can be obtained by rectificatf the planet, through the
meridian. The rectifying homography [10] can be computedifthe image of the absolute

. o . Bt —ap?t o
conic w and the vanishing linen. of the planer, asM, = ( 0 1 0 ) , where
my m 1

Me = (M1, My, 1) andi, = conj(jy) is expressed ag 1(1,i,0) = (a —iB,1,—mp — ma +
im ). The vanishing linen., is obtained as. = X» x vV, (see Fig. 2(b)), whene, andv
are respectively the vanishing point of thedirection of all lines inrg, that are orthogonal to
the symmetry axis, and the vanishing point of the directiithe symmetry axis. The imaged
circular points are computed as the intersectiomafwith w. As the SOR symmetry axis
lies by construction oy, once the rectifying homography for this plane is known, we are
able to rectify both the imaged meridigrand the imaged axis of symmetgythus obtaining
the required value of.

The correspondence between a point of the apparent cox(t@y at which the imaged
cross section is tangent-contact and the (normalized)ieretwhere the 3D cross-section
resides can be expressed in terms of a funcfioy — [0, 1] such that

z=1(x) - (6)



Objective: Given an anglé in the world space, the fixed | Objective: Givenz compute its correspond-
entitiesle, Is, Voo i,j and the conicc. Compute the im- ing pointx/y € y at which the cross section at
aged pointx € C subtending an angl@ with respect to zis tangent contact tdy
the plane through the camera center and the 3D axig gf Algorithm:

revolution. 0. Sett_ =0andt; =1.

Algorithm: 1. Choosé as the midpoint oft_,t]
1. Computerg asinEq.5 and sek;, = y(t).
2. Vg =i+Ag(i—j). 2. Computer= {(X}).
3. Vs=lsxlo 3. If |z— 2 < Azstop.
4. 1g =vg x (C ) 4. If z> Zsett_ =t; else set, =t;
6. IntersectC with Ig an choose from the two solu gotol.

tion the farthest fronvg.

(@ (b)
Table 2: (a) Imaged cross section sampling at a gie(b) Iterative evaluation of the point
on the apparent contoyrthat lies at a giver.

Objective:
o Compute the flattened imaged SOR region
Algorithm:
. Choose a reference imaged paratlel
Computex, = { ~1(2) and the relative imaged cross sectifz)’ with the algorithm of Tab. 2(b).
Samplec(z)’ at8 = 6y, ... By with the algorithm of Tab. 2(a).
For each of th&\ pointsx;(w) =X(0,2) thus obtained, sét(6,z) = | (Xﬁae))-
Texture acquisition is achieved by repeating the stepsaugh 4 for all the rows of the texture imag
T, sampled at regular intervals nf

agprwDDE

[0

Table 3: Texture transformation algorithm.

An algorithm for the computation od”y = {~1(2) at the generiz by successive approxima-
tions is outlined in Tab. 2(b). This algorithm is essentmalimage warping by inverse texture
sampling. The unknown’y is denoted a¥(t), wheret € [0,1] is any curve parameter gn
such that/ (y(0)) = 0. Hence, the problem can be reformulated as to find the véluelich
satisfies{ (y(t)) = z The algorithm exploits the fact that the functigf y)(t) is monotonic.

We are now finally in the position to perform image warpingading to the algorithm
of Tab. 3. The algorithm performs flattened texture acqoisiby resampling the original
image starting from an orthogonal grid 6fandz values in the reference plane. The image
to reference plane transformation maps imaged SOR mesidiad parallels onto mutually
orthogonal straight lines (see also Fig. 3(b)). It is wortticing that, to guarantee that
texture details have the same size in all the warped imagesgae scaling factor far must
be specified for all the views. In order to achieve this, theipos of apparent contour used
to warp each image must be chosen so that they are delimitegdynaged cross sections
corresponding to the same 3D SOR parallels in all views.dfSR has a top and a bottom,
these two extremities can be conveniently selected to dtetiira apparent contour in each
view.

2.3 TextureAlignment

Thanks to the characteristics of the image warping algaritist described, the subsequent
image alignment phase is greatly simplified, and reduceteggtoblem of estimating rigid
translations in the reference plane. The alignment praeeiduwery similar to that used for
cylindrical panoramic mosaics [18]. Both a horizontal slationdg and a vertical translation
J; are estimated for each input image. Translations alonist be taken into account to



@) (b)

Figure 4: (a) shows the computed imaged meridiar@&=4io°, 20°, 3¢°, 40°, 50°, 60° mea-
sured from the imaged axis of revolution. (b) shows the fiesitbtexture obtained with the
described algorithms. Here imaged cross sections and iaesidre warped as mutually or-
thogonal straight lines. (c) Four complementary views oganpese vase and the warped
flattened textures obtained.

compensate for misalignments due to slight uncertaimiéise scaling factor.

Direct registration is employed to align at subpixel accyrdhe warped images and re-
cover the translatiod = (3, 5;). The intensity erroE(d) = 3 [l1(X +90) — 12(x)]? be-
tween the two imagel andl, is minimized using the iterative method described in [11].
The algorithm starts from an initial guess lying close tortiaimum.

3 Experimental Results

Fig. 4(a) shows an uncalibrated view of a vase taken from e W the figure, two ellipses
were manually fitted by following two boundaries correspogdo imaged cross sections.
The apparent contour was manually drawn and modeled by ampwiating cubic spline
curve. The same figure shows six imaged meridians computhdiva described algorithm at
increasing angles of 2@neasured from the imaged axis of revolution. The imageddizars
shown are part of the resampling grid. The imaged axis oflutiem is also the image of a
meridian, and specifically the one contained in the planautljin the camera center and the
3D axis of revolution. It is worth noticing how the meridiaives the perception of the depth
while approaching the apparent contour. The regular sagplithe spline parameter clearly
does not induce a regular sampling for the imaged meridians.

The flattened texture of Fig.4(b) is obtained by resamplirgdurves of the imaged SOR
parameterization and warping them onto mutually orthogsinaight lines in the reference
texture image (row and column). The largest amount of warErequired by the imaged
surface regions close to the apparent contour and by higlature surface parts. Fig. 4(c)
shows four views of the vase of Fig. 4(a) having a common ap@ihg imaged surface
pictorial content. Fig. 4(c) shows also the warped imagethsa in overlapping order. The
resolution of the original images is 400600. We chose a similar resolution for the warped
texture images. Fig. 5(a) shows the manual initializatibthe alignment step with three
of the four warped images of Fig. 4. Notice how length ratimsraaintained in all images,
while the lighting is remarkably different from image to ige Fig. 5(b) shows the mosaic
image resulting after image alignment and compositing. losaic represents a full 360
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Figure 5: (a) Initial guess for the direct registration. {itle complete mosaic obtained by
image registration and compositing.

“vase panorama” obtained using five warped images, of whiehetftmost image of Fig. 4(c)
was used twice in order to close the visual texture loop. Tfeceof image compositing
is to reduce the lighting gradient inside the mosaic. Thesteggion fails when the SOR
deviates from its ideal geometry. Fig. 6(a) shows a vaserdnwehich the axis of revolution
is not straight. Since the top cross section is not perfemjylanar with the bottom one,
the generated imaged parameterization is not perfectigtergd. The subsequent image
alignment cannot be performed under this condition, siheecbmmon overlapping regions
are different.

The transformations relating the different coordinateesysof each imaged SOR region
depends on camera calibration. Bad estimates of internati@parameters can prevent the
alignment with the translational motion model. One of thémtieitations of this approach is
that the quality of the boundary fitting of the ellipses (imdgisible cross sections) strongly
affects the accuracy of calibration results. Fig. 6(b) shdwe mean and the relative RMS
errors in the computation of the principal point (upper) &xhl length (lower) for different
noise levels corrupting the imaged cross sections of a s}intBOR view. The influence
of this noise was tested by running a Monte Carlo simulatidth w0000 trials for each of
the parameters under test. Both ellipses and the systembésgjestimated using algebraic
distance. Bold curves indicate a reference condition whkitee points of the imaged cross
sections are available while light curves indicate the @brdwhere only the visible points
of the imaged cross section are used. It can be noticed thabj$y conditions, the accuracy
obtained when a subset of the points of the imaged cros®asdiie used approximates the
accuracy that is obtained in the case in which all the poirgsw@aailable.

4 Conclusion

In this paper we have discussed a novel method for mosaiewneral uncalibrated views
of a SOR. The proposed solution exploits the projective ertigs of SORs class and their
relationships with camera geometry. The method uses assitywa at least partially visible
imaged cross sections and the apparent contour (see [3hfan@matic method to extract
simultaneously such curves and the imaged geometry).

The method gives good results especially with smooth SORbkcan be used reliably in
all those cases in which uncalibrated photographs aresdaiand structured light or other
hardware solutions cannot be employed. In particular, tehod can be applied for cultural
heritage or archaeological objects that are either no maiable as original, or cannot be
moved from their site. It can also be applied in those case=revtihe nature of the object
material makes itimpossible or expensive the acquisitiim laser-based techniques [9]. The
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Figure 6: (a): A vase cover slightly deviating from an ide@FS The top cross section is
not coplanar with respect to the bottom one. As indicatedhieyarrow the superimposed
parameterization is not perfectly registered. (b): Shdwesrheans and the relative RMS
error in the computation of the principal point (upper) anddl length (lower) for different
noise level of a synthetic SOR view. The two curves on eacplgshows the effect of using
only the visible points of the imaged cross section (lightve)i or all the points of the cross
sections (bold curve).

flattened (rolled-out) representation can be regarded atuahpainting drawn by the artist
onto a curved support. Rolling out this kind of images fé&iés the study and comparison of
similar images. Specifically, existing image retrievahteiques can be applied for indexing
databases of 3D objects by their pictorial surface content.

The main limitations of the method are related to self-osidns and non smooth SORs,
as only the texture portions corresponding to a differdimgapparent contour can be warped.
Currently, images are warped separately, and then regjistegether: this means that calibra-
tion errors in one view can affect the final mosaic quality.r&duce the effect of calibration
errors, future research will address performing the waypind alignment steps simultane-
ously. Further improvements will be the use of multiviewiloadtion and the detection and
removal of specular highlights.
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