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Abstract. In this paper we propose a system for human action tracking
and recognition using a robust particle filter-based visual tracker and a
novel descriptor, to represent spatio-temporal interest points, based on
an effective combination of a new 3D gradient descriptor with an optic
flow descriptor. These points are used to represent video sequences using
a bag of spatio-temporal visual words, following the successful results
achieved in object and scene classification. The tracker assigns the points
to each individual in a scene, allowing the classification of the action
performed by each person. The system has been extensively tested on
the standard KTH and Weizmann actions datasets, as well as on real
world surveillance videos.
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1 Introduction and related works

Human activity recognition and action recognition in videos has attracted sig-
nificant interest in recent years since it is useful for many applications such as
video-surveillance, video annotation and retrieval and human-computer interac-
tion [1]. Perhaps the video-surveillance domain is the one in which is focused
the majority of the previous works in the field. This is probably due to the re-
cently increased concern for safety and security issues. Just as an example, an
action classification system that alerts a human operator of actions happening
in a monitored area, that are possibly dangerous, can reduce human effort and
mistakes. However, building a generic human activity recognition system is a
challenging problem because of the variations in illumination, environment, size
and postures appearance of the people.

Early research on action recognition relied on holistic representations such as
spatio-temporal templates [2, 3] or space-time shapes [4]. But most of these ap-
proaches are computationally expensive due to the requirement of pre-processing
the input data and, therefore, they perform better in a controlled environment.
Most recently, part-based methods have been receiving increasing attention due
to their simplicity and good performance on object, scene and action recognition
problems. In particular, a method that has become very popular is the Bag-of-
Words (BoW) approach [5, 6]. It has been originally proposed for document
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classification in information retrieval and natural language processing, where
each document is represented by its word frequency. In the visual domain, it
has been firstly applied to images representing them using the frequency of “vi-
sual words” obtained by clustering local image descriptors (e.g. SIFT), typically
using the k-means algorithm. More recently, this approach has been success-
fully applied also for human action classification in videos [7, 8], because it over-
comes the limitations of holistic models. To this purpose several spatio-temporal
detectors and descriptors have been proposed [7, 9–12] in order to effectively
represent motion information. Laptev [9] initially proposed an extension to the
Harris-Förstner corner detector for the spatio-temporal case; interesting parts
are extracted from voxels surrounding local maxima of spatio-temporal corners,
i.e. locations of videos which exhibit strong variations of intensity both in spa-
tial and temporal directions. Dollár et al. [10] have followed, in principle, the
same approach, but treating time differently from space and looking for locally
periodic motion using a quadrature pair of Gabor filters.

These part-based approaches, similarly to those applied to object recogni-
tion, usually do not attempt to localize and track the actions. A few exceptions
are the works of Niebles et al. [13] and Mikolajczyk and Uemura [14]. In the
first one the authors exploit space-time patches posteriors, computed with an
unsupervised probabilistic topic model, to localize the regions containing an ac-
tion; however this approach fails in presence of two individuals performing the
same action, which is recognized as a single one. In the second one, a vocabulary
forest of local motion-appearance features is used for classification; in addition
for localization they use a star shape model, able to learn the global structure
from a set of examples annotated with bounding boxes. This technique provides
a very accurate action segmentation, but the manual procedure of bounding box
annotation is very time consuming.

In this paper, we present a system for human action classification, based
on the BoW approach, that can be applied to videos containing multiple per-
sons. In particular we propose a novel combined spatio-temporal descriptor: a
3D gradient part encodes mostly the visual appearance, while an optical flow
part encodes the motion information. The detected spatio-temporal points are
associated to each person present in the scene by a particle filter visual tracker,
obtaining a precise spatio-temporal localization of each action. The rest of the
paper is organized as follows: Sect. 2 shows the architecture of the proposed
system and introduces the techniques for action representation, categorization
and tracking. Sect. 3 presents the interest point detector and descriptors; experi-
mental results, with an extensive comparison with state-of-the-art, are discussed
in Sect. 4 and conclusions are drawn in Sect. 5.

2 Action Classification Architecture

The architectural design of the proposed solution, based on a bag-of-words
model, is shown in Fig. 1. The basic idea of this model is to represent visual
content as an unordered collection of visual “words”. To this end, it is necessary
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Fig. 1. The proposed solution architecture.

to define a visual dictionary from the local features extracted in the video se-
quences, performing a quantization of the original feature space. The descriptors
used to represent the spatio-temporal interest points are presented in detail in
Sect. 3.

The visual dictionary is generated by clustering of a set of interest points
and each cluster is treated as a visual word. In particular, we use the k-means
algorithm because of its simplicity and convergence speed.

Person tracking is used to assign the detected spatio-temporal interest points
to each person present in a video, to localize both in space and time each rec-
ognized action. The tracker adopted in our system implements a particle filter
based tracking algorithm, presented in [15], that tracks position, size and speed
of the target, describing the target appearance with its color histogram. The
tracker is initiated using the human detector of Dalal and Triggs [16], imple-
mented in OpenCV. The state update equation, defined over the 8-dimensional
state vector xk, realizes a 1st-order dynamic model:

xk = Axk−1 + vk−1 (1)

where A is an 8× 8 matrix and vk−1 is an additive, zero mean, isotropic Gaus-
sian uncertainty term that represents the uncertainty in the state update. To
improve the particle filter capability to effectively track the target, even if its
appearance is not strongly characterized, the tracking method implements a
particular technique to manage the uncertainty in the state update equation, by
on-line adaptation of the error vk−1. This allows the tracker to switch between
two different behaviors: one that relies on the predicted motion of the target and
one that behaves like a random-walk model.

By mapping the features associated to each tracked person in a video to
the vocabulary, we can represent it by the frequency histogram of visual words.
In order to reduce outliers, histograms of tracks that contain too few interest
points, are discarded. Then, the remaining histograms are fed to a classifier to
predict the action category. In particular, classification is performed using non-
linear SVMs with the χ2 kernel [6]. To perform multi-class classification we use
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the one-vs-one approach. Fig. 2 shows an example of the tracker results and
features association.

Fig. 2. Example of multiple person tracking, spatio-temporal interest point detection
and their association to the tracks.

3 Fusing 3D gradients and Optical flow Descriptors

Typically the action recognition approaches that use a part-based representa-
tion perform detection and description of spatio-temporal interest points in two
separate steps. Recently the detector proposed by Dollár et al. [10] has received
a large attention from the scientific community and it has been adopted in sev-
eral recent works (e.g. [13]). It runs on a single scale, and treats time and space
in a different way, so that it generally produces a high number of detections.
In our system we propose an extension to this detector, running it at multiple
combinations of spatial and temporal scales.

The detector applies two separate linear filters to spatial and temporal di-
mensions, respectively. The response function is computed as follows:

R = (I(x, y, t) ∗ gσ(x, y) ∗ hev(t))2 + (I(x, y, t) ∗ gσ(x, y) ∗ hod(t))2 (2)

where I(x, y, t) is a sequence of gray-level images over time, gσ(x, y) is the spa-
tial Gaussian filter with kernel σ, hev and hod are a quadrature pair of 1D Ga-
bor filters applied along the time dimension. They are defined as hev(t; τ, ω) =
− cos(2πtω)e−t

2/τ2
and hod(t; τ, ω) = − sin(2πtω)e−t

2/τ2
, where ω = 4/τ and

they are explicitly designed to give high responses to periodical intensity changes.
The interest points are detected at locations where the response is locally max-
imum. Representing motion patterns through spatio-temporal patches detected
at multiple scales allows to describe events happening over different spatial and
temporal extents. This kind of modelling introduces robustness w.r.t. actions
happening at various distances from the observer and speed of execution. In
particular the spatial scales used are σ = {2, 4} and the temporal scales are
τ = {2, 4}.
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A spatio-temporal volumetric patch is extracted in correspondence of each
detected interest point. Its volume is proportional, both in space and time ex-
tensions, to the detected scale. To compute the representation of each volume
we define a combined descriptor based on the fusion of three-dimensional gra-
dients and optical flow. The motivation of this choice is that we expect these
quantities to encode different information. For example the gradient descriptor,
even taking into account the time dimension, is mostly an appearance descriptor
while the optical flow is purely a motion representation. Each volume is divided
in 18 subregions (three along each spatial direction and two along the temporal);
each subregion is described using the two descriptors that are presented in the
following. For both descriptors we use a polar coordinate representation.

The 3D gradient magnitude and orientations are:

M3D =
√
G2
x +G2

y +G2
t , φ = tan−1(Gt/

√
G2
x +G2

y), θ = tan−1(Gy/Gx) (3)

where Gx, Gy and Gt are respectively computed using finite difference approxi-
mations: Lσd

(x+ 1, y, t)− Lσd
(x− 1, y, t), Lσd

(x, y + 1, t)− Lσd
(x, y − 1, t) and

Lσ(x, y, t+1)−Lσd
(x, y, t−1). L is obtained by filtering the signal I with a Gaus-

sian kernel of bandwidth σd. We compute two separated orientation histograms
quantizing φ and θ, weighting them by the magnitude M3D. The φ (with range,
−π2 ,

π
2 ) and θ (−π,π) are quantized in four and eight bins, respectively. The

overall dimension of the descriptor is thus 3× 3× 2× (8 + 4) = 216.
The optic flow is estimated using the Lucas&Kanade algorithm. Consider-

ing the optic flow computed for each couple of consecutive frames, the relative
apparent velocity of each pixel is (Vx, Vy). These values are expressed in polar
coordinates as in the following:

M2D =
√
V 2
x + V 2

y , θ = tan−1(Vy/Vx). (4)

We compute the optical flow descriptor quantizing θ in eight bins. Every sam-
ple is then weighted with the magnitude M2D. We also add an extra “no-motion”
bin that, in our experiments, has shown to greatly improve the performance. The
descriptor size is then 3× 3× 2× (8 + 1) = 162.

The combination strategy adopted is a concatenation of the histograms of
the bag-of-words that have been computed from the 3D gradient descriptor and
from the histogram of optic. This means that the visual words are computed
differently for each descriptor and the SVM classifiers are able to pick the best
combinations of features, practically resulting in an implicit feature selection.

4 Experimental Results

First we evaluate the effectiveness of the proposed interest point detector and
descriptor, comparing it to the state-of-the-art results. To this end we have em-
ployed two datasets, the KTH and Weizmann, commonly used as benchmarks for
human action recognition. The KTH dataset contains 2391 video sequences with
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25 actors performing six actions (walking, running, jogging, hand-clapping, hand-
waving, boxing). The Weizmann dataset contains 93 video sequences showing
nine different people, each performing ten actions (run, walk, skip, jumping-jack,
jump-forward-on-two-legs, jump-in-place-on-two-legs, gallop-sideways, wave-two-
hands, wave-one-hand and bend). All the videos of both datasets show only one
individual. Our experimental setup is the same of the most recent works in ac-
tion recognition domain and thus is suitable for a direct comparison [12, 8, 13,
17]. The SVM classifiers used for the KTH dataset were trained on videos of 16
actors and the performance was evaluated using the videos of the remaining nine
actors. Measures have been taken according to a 5-fold cross-validation. In the
Weizmann dataset the classifiers were trained on actions from eight actors and
tested on the remaining one. Measures have been taken using the leave-one-out
cross-validation. The dimension of the visual vocabulary is of 4000 visual words
for KTH and 1500 for Weizmann, respectively.

Comparison to state-of-the art. The performance in terms of average class
accuracy of our combined descriptor is shown in Table 3. The good results are
due to the fact that the performances of 3D gradient and optical flow are quite
complementary (see [18] for more details). Table 3 reports also a comparison
of our approach with state-of-the-art results, as reported by other researchers.
Results obtained on both datasets, KTH and Weizmann, using our method out-
perform previous works based on a BoW model [7, 10–13, 17], and also the results
reported by Liu et al. [19] obtained combining and weighting multiple features.
Note that the results that are closer to ours (i.e. [8, 11]) require a heavy param-
eter tuning that is not required in our approach.

Method KTH Weizmann

Our method 92.1 92.41

Laptev et al. [8] 91.8 -

Dollár et al. [10] 81.2 -

Wong and Cipolla [17] 86.62 -

Scovanner et al. [7] - 82.6

Method KTH Weizmann

Schüldt et al. [20] 71.7 -

Niebles et al. [13] 83.33 90

Liu et al. [19] - 90.4

Kläser et al. [12] 91.4 84.3

Willems et al. [11] 84.26 -
Table 3. Comparison of our method with different methods, using KTH and Weizmann
datasets.

Real world surveillance. In addition, we test our approach on real world
surveillance videos. In particular we use five complex video sequences containing
multiple actions performed concurrently (two examples are shown in Fig. 3).
These sequences are taken at different times of the day with different durations
(from a minimum of 4 sec. to a maximum of 15 sec). Our method has been applied
to recognize and localize two basic actions: walking and running. As training set
we recorded 63 videos with eight different actors. Each video contains a person
performing the same action multiple times.

Tab. 4 shows the performance of our approach on surveillance videos. For each
sequence we report the detected tracks identified from our person detector and
tracker. The tracks that contain less than 30 interest points are discarded and
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Fig. 3. Example of two sequences from our surveillance dataset. In the first sequence
(seq. 3) our actors perform a pickpocketing event. In the second sequence (seq. 5) a
snatch is performed.

the filtered tracks are then used to perform action classification. These tracks are
manually annotated in walking, running and unknown (in Table Wgt, Rgt,Ugt

respectively). Details of their classification and accuracy are shown. We note
that 21/27 tracks are recognized correctly. In the first and last sequences we
note that our method makes only a mistake classifying a walking in running
action. Instead in the second, third and fourth sequence there is an incorrect
filtering of the detected tracks; in these cases our method mistakenly considers
a track which does not contain a known action.

Video Seq. Detected Filtered Wgt Rgt Ugt Wtp Wfp Rtp Rfp Accuracy

1 8 5 3 2 0 2 0 2 1 4/5

2 7 6 3 2 1 3 1 2 0 5/6

3 11 5 2 2 1 2 1 2 0 4/5

4 8 6 2 3 1 2 1 2 1 4/6

5 8 5 3 2 0 2 0 2 1 4/5

21/27

Table 4. System performance on complex video sequences: for each action ground-
truth (Wgt,Rgt,Ugt), true positives (Wtp,Rtp) and false positives (Wfp,Rfp ) are
reported.

5 Conclusions

In this paper we have presented a novel method for human action categorization
based on a combination of a new 3D gradient with an optical flow descriptor,
for spatio-temporal interest points. The approach was validated on two popular
datasets (KTH and Weizmann), showing results that outperform state-of-the-art
methods, without requiring parameter tuning. In addition, we have tested our
approach on a realistic dataset, designed for video surveillance purposes. Our
future work will deal with integration of visual cues, action classification and
trajectories to recognize composite and group actions.
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