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Abstract
For an autonomous vehicle it is essential to observe the 
ongoing dynamics of a scene and consequently predict 
imminent future scenarios to ensure safety to itself and 
others. 

In this paper we investigate the usage of optical flow for 
predicting future semantic segmentations. 

To do so, we design a model that forecasts flow fields 
autoregressively. Such predictions are then used to guide 
the inference of a learned warping function that moves 
instance segmentations on to future frames. 

F o r e c a s t i n g F u t u r e  I n s t a n c e
S e g m e n t a t i o n s

We break down the problem in two steps:
1. We first design OFNet, an optical flow predictor, which generates future 

flows;
2. We train a warping neural network, MaskNet, with a dice loss, that 

propagates current instance segmentations onto future frames, guided by 
the predicted optical flows and the current semantic segmentation.

In additional, we generate future semantic segmentation by grouping all object 
masks together[1][2].
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T a s k

Understanding urban environments from an ego-vehicle perspective is crucial for 
safe navigation. 

This problem can be declined under several points of view, such as detecting 
entities, understanding the road layout or predicting the future. 

In this paper we study how can we rely on optical flow as unique source of 
information to forecast instance segmentations  of moving objects[4].
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Results

We conduct experiments on the Cityscapes dataset[3] and we test our method on  
8 moving objects: person, rider, car, truck, bus, train, motorcycle, bicycle.

Recent frameworks, e.g. APANet [2] and PFL, report better results, but take 
several trainings to capture more information from the past FPNs.

In general our approach is simple and without complex optimization stages can 
reach competing performances, relying solely on optical flow data.

Depth Forecasting

Our recent updates show that sticking depth map and flow together bring 
improvements. Furthermore, we can also predict depths beforehand.

Such a model demonstrates how to face with the video understanding task for 
unobserved frames.
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