Optimization & Artificial PhD programs

UNIVERSITA Inf. Eng. / Sm. Comp.

DEGLI STUDI  Intelligence for a Better World
FIRENZE DINFO

T. Aldinucci, S. Magistri, P. Mansueto, A. Pjetri, T. Trinci

Global Optimization Laboratory

The Global Optimization Laboratory (GOL) deals with Operations Research and Al Applications in diverse and exciting contexts. From methodologies
for highly complex decisional problems to Al methods for daily life and green applications, students have the possibility of tackling the most modern
challenges of our world. Here below, a pick of the current projects we are working on.

Optimization for Interpretable Machine Learning

Multi-Objective Optimization
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Continual Learning For Deep Neural Networks Green Al Applications
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