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Abstract
This paper presents a novel approach for generating
3D talking heads from raw audio inputs. Our method
grounds on the idea that speech related movements
can be comprehensively and efficiently described by
the motion of a few control points located on the mov-
able parts of the face i.e. landmarks. The underlying
musculoskeletal structure then allows us to use the
landmarks motion to model geometrical deformations
of the whole face. The proposed method employs two
distinct models to this aim: the first one learns to
generate the motion of a sparse set of landmark from
the given audio. The second model expands such land-
marks motion to a dense motion field, which is utilized
to animate a given 3D mesh in neutral state. Addi-
tionally, we introduce a novel loss function, named
Cosine Loss, which minimizes the angle between the
generated motion vectors and the ground truth ones.

Introduction

Speech-driven 3D talking heads generation is a rapidly growing field of research
and development that has garnered significant interest in recent years. This
technology involves generating realistic 3D digital avatars that can accurately
replicate human speech and facial expressions in real-time. This innovation
has far-reaching implications for a wide range of applications, including virtual
assistants, video games, education, and entertainment.

Proposed Approach

We introduce a novel approach for generating 3D talking heads that decom-
poses the problem into two distinct sub-problems, each tackled by a separate
model. The first model (S2L) tracks the movements of scattered landmarks
in response to the speech. Specifically, it takes an audio signal as input, from
which it generates a frame-by-frame motion of a set of landmarks. The motion
is modeled as displacement relative to a neutral configuration of 3D landmarks.

The second model (S2D) takes the resulting displacement of scattered land-
marks and densifies them to create a dense motion field. Using the latter, the
model then animates a 3D face mesh by adding the motion field to the 3D face
vertices.

By addressing each sub-problem independently, we aim to improve the over-
all performance and efficiency of our approach for generating high-quality 3D
talking heads.In order to accelerate the training process, we opted to train the
two models independently. This approach resulted in improved convergence for
both models.

Incorporating the Cosine Loss (LCos) during training of the two models
enhances the fidelity of the generated displacements for both landmarks and
vertices. We evaluate of our proposed framework in comparison to Faceformer
[2] and VOCA [1].

Results
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