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ABSTRACT
The goal of this demo is to perform real-time object classi-
fication and artwork recognition using a wearable device, to
improve user experience during a museum visit by providing
contextual information and performing user profiling. We
propose the use of a compact CNN network that performs
object classification and artwork localization and, using the
same CNN features, we perform a robust artwork recogni-
tion. Shape based filtering, artwork tracking and temporal
filtering further improve recognition accuracy.
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1. INTRODUCTION
The goal of this work is to implement a real-time computer

vision system that can run on wearable devices to perform
object classification and artwork recognition, to improve the
experience of a museum visit through understanding the in-
terests of users. Object classification helps to understand
the context of the visit, e.g. differentiating when a visitor is
talking with people, or just wandering through the museum,
or if he is looking at an exhibit that interests him. Artwork
recognition allows to provide automatically information of
the observed item or to create a user profile based on what
and how long a user has observed artworks.

2. THE SYSTEM
We base our wearable computer vision system on the YOLO

[1] algorithm. To adhere to the real-time requirement on a
NVIDIA Jetson TK1 board, we use an architecture derived
from the Tiny Net proposed by authors of [1].

YOLO has an interesting structure since it combines re-
cent advancements in deep convolutional neural network de-
sign with the novel idea of dealing with object detection as
a regression problem.
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Figure 1: Feature extraction procedure for an art-
work detection on a single convolutional feature
map.

The network is designed taking inspiration from GoogleNet
inception modules, which exploits 1×1 convolution to reduce
the dimensionality and the amount of computation.

Given a convolutional feature map, computed after a set of
non-linear transformations, the final Fully Connected (FC)
layer for each of the evaluated windows generate a bounding
box and a vector of class probabilities. After remapping
this |C| × |B| × 5 tensor to a set of windows, non-maximal
suppression is applied to get rid of redundant detections.

We fine-tuned the network to recognize artworks and peo-
ple using our publicly available dataset1. The CNN features
computed for classification are then used to recognize spe-
cific artworks, e.g. to provide informations through an auto-
matic audio guide, and to understand users behaviours and
interests, based on how long an artwork is observed.

2.1 Artwork recognition
To obtain a lightweight but descriptive visual feature to

perform artwork recognition we re-map artwork detections
onto convolutional feature maps and apply a global max-
pooling (Fig. 1). Consider our network architecture in Fig. 2.
Layers on the left are high-resolution and very correlated
with low-level image features, while layers on the right end
are low-resolution, highly semantic representation of the im-
age content. We use feature maps 3 and 4, for a descriptor
of size 768, obtained concatenating the max-pooled tensors
extracted from the rescaled regions.

1https://www.micc.unifi.it/resources/
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6.3 Esperimenti di recognition 40
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Figura 6.3: Output dei layers convoluzionali di YOLO tiny. Parten-

do dall’immagine di input, di dimensione 448×448×3, abbiamo numerato i

layers convoluzionali della rete da 8 a 0. Ciascun layer n ha come output

una mappa di features di dimensione Wn × Hn × Cn (dove Wn e Hn sono

uguali, ad esempio il layer 3 ha output di dimensione 14×14×512). Non

sono mostrati né i layers di max pooling, interposti tra tutti i layer convolu-

zionali numerati da 8 a 3, né i layers fully connected, che si possono trovare

a seguito del layer numerato con 0.

6.3.1 Scelta dei layers per recognition

Come visto nel Capitolo 5.2.2, per ogni bounding box contenente un’opera

d’arte il nostro sistema genera un vettore di features ad essa associato. Que-

sto vettore di features è costruito utilizzando features selezionate ed estratte

dagli output dei layers convoluzionali della CNN di tipo tiny di YOLO da noi

addestrata, di cui abbiamo parlato nel Capitolo 4.2. In Figura 6.3 possiamo

vedere gli output dei 9 layers convoluzionali utilizzabili per la costruzione del

vettore di features. Per selezionare quali di questi usare, abbiamo effettuato

alcuni esperimenti variando i layers utilizzati. In particolare, i layers da 0

a 2 sono stati esclusi da alcuni test preliminari, poiché, oltre a non essere

risultati buoni nei test per la recognition, come si vede in Figura 6.3, pos-

siedono Wn e Hn troppo piccoli e questo rende a loro volta troppo piccole le

bounding box proiettate sulle mappe di features.

Per ogni insieme di layers provato, abbiamo costruito delle curve di Precision-

Recall. Partendo da una bounding box di query, selezionata dal dataset per

recognition, abbiamo calcolato i valori di precision e di recall all’aumentare

del numero di bounding box restituite dalla query di recognition. Questi

valori di precision e recall sono stati mediati per ogni bounding box di query

considerata.

I risultati più interessanti, ottenuti al variare dell’insieme di layers utilizzato,

si possono vedere in Figura 6.5. Da questi risultati si nota come il miglior in-

Figure 2: Our network architecture, with tensor size and layer numbering.

Considering a dataset of artwork patches pi ∈ D and their
artwork labels y, we annotated each artwork detection d
finding the nearest neighbor patch

p̂ = arg max
i
〈pi, d〉 (1)

and associating the respective label ŷ. According to our ex-
perimental evaluation layer 3 was the best performing alone.
The coupling with layer 4 gave the best result.

We aim at high recognition accuracy, since mistaking an
artwork for another may result in a bad user experience,
e.g. due to the audio guide that presents an artwork different
from the one that is actually observed.

We avoid recognizing detected artwork which are evalu-
ated to be too distant to be of interest. Not having any
camera calibration we rely on a simple heuristic comparing
the artwork bounding box area with the frame area:

wbbhbb

WH
> α (2)

where WH is the frame area and wbb and hbb are bound-
ing box width and height respectively, and α is a threshold
(Fig. 3). In our experiments we obtained the best results for
α = 0.05, that allows to reduce false recognitions by 50%
w.r.t. not using the heuristic, at the cost of introducing a
small number of missed recognitions.

2.2 Temporal Smoothing
We apply two different strategies to improve the stability

of our recognition.
We continuously predict artwork labels according to Eq. 1,

but we consider a prediction only after it persist for M
frames. We implement this by tracking all artwork detection
boxes with a greedy data association tracking-by-detection
algorithm.

To further improve recognition result we apply the fol-
lowing strategy. We increment a counter p every time the
recognition label for a box is unchanged, keeping track of
the most frequent label y. Every time a label y∗ different
from y we decrement p. We predict the artwork identity
as y∗ only if p > P > M . This technique greatly reduces
the number of false recognitions. In our experiments best
results were obtained for M = 15 and P = 20.

2.3 Dataset
We collected people images from PASCAL VOC2007 and

an in house dataset comprising images from museums. Art-
work images have been collected shooting videos inside the
Bargello Museum. 8 masterpieces of Donatello have been

Figure 3: Shape based filtering: artwork in yellow
(left) is not considered for recognition, not satisfying
Eq. 2, while the other is recognized as “marzocco”.

selected as artworks to be recognized. A tool to easily add
artwork descriptors from videos has also been developed, to
ease development in other museums.

3. CONCLUSIONS
We have presented a system running on the NVIDIA Jet-

son TK1 SoC. Our approach jointly solves two problems:
contextual analysis and object recognition. We apply our ef-
ficient pipeline to improve museum experience. Our method
allows to profile in real-time visitor interest and to provide
instantaneous feedback on the artworks of interest.
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