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ABSTRACT
In this paper we propose a new method for human action cat-

egorization by using an effective combination of a new 3D

gradient descriptor with an optic flow descriptor, to represent

spatio-temporal interest points. These points are used to rep-

resent video sequences using a bag of spatio-temporal visual

words, following the successful results achieved in object and

scene classification. We extensively test our approach on the

standard KTH and Weizmann actions datasets, showing its

validity and good performance. Experimental results outper-

form state-of-the-art methods, without requiring fine parame-

ter tuning.

Index Terms— Action recognition, spatio-temporal de-

scriptors, bag-of-words

1. INTRODUCTION AND PREVIOUS WORK

Automatic human action recognition in videos has attracted

significant interest in recent years since it is useful for many

applications such as video annotation and retrieval, human-

computer interaction and video-surveillance. For example,

considering the video-surveillance domain, an action classifi-

cation system that alerts an operator of actions that are possi-

bly dangerous can reduce human effort and mistakes. How-

ever, building a generic human activity recognition system is

a challenging problem, because of the variations in illumina-

tion, environment, size and postures appearance of the people.

Existing action recognition methods can be classified as

using holistic [1, 2] or part-based information. Most of the

holistic-based approaches are computationally expensive due

to the requirement of pre-processing the input data and they

perform better in a controlled environment. Part-based repre-

sentations, that exploit interest point detectors combined with

robust description methods, have been used very successfully

for object and scene classification tasks in images. In partic-

ular, an approach that has become very popular is the Bag-

of-Words (BoW) model [3, 4, 5]; it has been originally pro-

posed for document classification in information retrieval and

natural language processing, where each document is repre-

sented by its word frequency. In the visual domain, it has

been firstly applied to images representing them using the fre-

quency of “visual words” obtained by clustering local image

descriptors (e.g. SIFT). More recently, this approach has been

successfully applied also to the human action classification

problem in videos [6, 7, 8], because it overcomes some limi-

tations of holistic models such as the necessity of performing

background subtraction and tracking. To this purpose, several

spatio-temporal detectors and descriptors have been proposed

in the literature [6, 9, 10, 11, 12] in order to effectively rep-

resent motion information. Laptev [9] initially proposed an

extension to the Harris-Förstner corner detector for the spatio-

temporal case; interesting parts are extracted from voxels sur-

rounding local maxima of spatio-temporal corners, i.e. loca-

tions of videos which exhibit strong variations of intensity

both in spatial and temporal directions. Dollár et al. [10]

have followed, in principle, the same approach, but treating

time differently from space and looking for locally periodic

motion using a quadrature pair of Gabor filters. This ap-

proach results in a denser sampling of the spatio-temporal vol-

ume but does not provide a scale-selection criterion. Finally,

Willems et al. [11] extended the SURF detector and descrip-

tor to the spatio-temporal case obtaining computationally ef-

ficient scale-invariant features; Kläser et al. [12] proposed a

new space-time descriptor based on 3D gradients.

In this paper, we present a new method for human ac-

tion classification based on the BoW model. In particular

we define a novel spatio-temporal descriptor that combines

3D gradient and optic flow descriptors; the gradient part en-

codes mostly the visual appearance, while the optical flow

descriptor encodes the motion information. The experimen-

tal results, obtained on KTH and Weizmann datasets, show

that our method outperforms state-of-the-art approaches. The

rest of the paper is organized as follows: Sect. 2 presents the

interest point detector and descriptors; Sect. 3 introduces the

techniques for action representation and categorization. Ex-

perimental results, with an extensive comparison with state-

of-the-art, are discussed in Sect. 4 and conclusions are drawn

in Sect. 5.

2. DETECTOR AND DESCRIPTORS

Following the approach commonly used for local interest

points in images, the detection and description of spatio-

temporal interest points are separated in two different steps.
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Two interest point detectors have recently received most

of the attention from the scientific community [9, 10]. The

main drawback of the one proposed by Laptev [9] is the ex-

cessive sparseness of the spatio-temporal patches extracted

from the video. This issue has been addressed by the same

author [8] removing the scale-selection step of his algorithm.

The single scale detector proposed by Dollár et al. [10] treats

time and space in a different way resulting also in a denser

sampling of the space-time. We believe this approach is more

suitable for space-time interest point detection and we pro-

pose an extension to this operator running the filter at multiple

combinations of spatial and temporal scales.

2.1. Detector
The detector applies two separate linear filters to spatial and

temporal dimensions, respectively. The response function is

computed as follows:

R = (I(x, y, t) ∗ gσ(x, y) ∗ hev(t))2

+ (I(x, y, t) ∗ gσ(x, y) ∗ hod(t))2
(1)

where I(x, y, t) is a sequence of gray-level images over time,

gσ(x, y) is the spatial Gaussian filter with kernel σ, hev

and hod are a quadrature pair of 1D Gabor filters applied

along the time dimension. They are defined as hev(t; τ, ω) =
− cos(2πtω)e−t2/τ2

and hod(t; τ, ω) = − sin(2πtω)e−t2/τ2
,

where ω = 4/τ and they are explicitly designed to give high

responses to periodical intensity changes. The interest points

are detected at locations where the response is locally maxi-

mum. Representing motion patterns through spatio-temporal

patches detected at multiple scales allows to describe events

happening over different spatial and temporal extents. This

kind of modelling introduces robustness w.r.t. actions hap-

pening at various distances from the observer and speed of

execution. In particular the spatial scales used are σ = {2, 4}
and the temporal scales are τ = {2, 4}.

2.2. Descriptors
A spatio-temporal volumetric patch is extracted in corre-

spondence of each detected interest point. Its volume is

proportional, both in space and time extensions, to the de-

tected scale. To compute positional dependent statistics of

each volume we divide it in 18 subregions (respectively three

along the spatial directions and two along the temporal).

We use two measures to create the final descriptors: three-

dimensional image gradients and optical flow. The motiva-

tion of this choice is that we expect these quantities to encode

different information. For example the gradient descriptor,

even taking into account the time dimension, is mostly an

appearance descriptor while the optical flow is purely a mo-

tion representation. The two descriptors are presented in the

following. For both descriptors we use a polar coordinate

representation.

The 3D gradient magnitude and orientations are:

M3D =
√

G2
x + G2

y + G2
t , (2)

φ = tan−1(Gt/
√

G2
x + G2

y), (3)

θ = tan−1(Gy/Gx). (4)

where Gx, Gy and Gz are respectively computed using finite

difference approximations: Lσd
(x+1, y, t)−Lσd

(x−1, y, t),
Lσd

(x, y + 1, t) − Lσd
(x, y − 1, t) and Lσ(x, y, t + 1) −

Lσd
(x, y, t − 1). Where L is obtained by filtering the signal

I with a Gaussian kernel of bandwidth σd, we are therefore

using approximated Gaussian derivatives. We compute two

separated orientation histograms quantizing φ and θ, weight-

ing them by the magnitude M3D. The φ (with range, −π
2 , π

2 )

and θ (−π,π) are quantized in four and eight bins, respec-

tively. To increase the robustness of the feature description

the spatio-temporal gradient is computed using two adjacent

differentiation scales σd. The overall dimension of the de-

scriptor is thus 3× 3× 2× (8+4)× 2 = 432. This construc-

tion of the three-dimensional histogram is inspired by the ap-

proach proposed by Scovanner et al. [6], where they construct

a weighted three-dimensional histogram normalized by the

solid angle value (instead of quantizing separately the two ori-

entations) to avoid distortions due to the polar coordinate rep-

resentation. Moreover we do not re-orient the 3D neighbour-

hood, since rotational invariance, which is invaluable in object

detection and recognition, is not desired in an action catego-

rization context. We have found that our method is compu-

tationally less expensive, equally effective in describing mo-

tion information given by appearance variation, and showing

a better performance (see comparison results in Tab. 2).

The optic flow is estimated using the Lucas&Kanade al-

gorithm. Considering the optic flow computed for each cou-

ple of consecutive frames, the relative apparent velocity of

each pixel is (Vx, Vy). These values are expressed in polar

coordinates as in the following:

M2D =
√

V 2
x + V 2

y , (5)

θ = tan−1(Vy/Vx). (6)

We compute position dependent histograms as in the gradient

based descriptor but, being the optic flow two dimensional,

only a single orientation histogram is stored for each of the

18 sub-regions within the voxel. Every sample is weighted

with the magnitude M2D, as is done for the gradient-based

descriptor. We also add an extra “no-motion” bin that, in our

initial experiments, has shown to greatly improve the perfor-

mance. The descriptor size is then 3×3×2× (8+1) = 162.

3. ACTION REPRESENTATION AND
CLASSIFICATION

The basic idea of the bag-of-words (BoW) model is to repre-

sent a text or, as in our case, a visual content as an unordered
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Walking

    KTH           Weizmann

Running

    KTH           Weizmann

Waving

    KTH           Weizmann

Fig. 1. Sample frames from the KTH and Weizmann datasets

(Walking, Running and Waving actions) showing the higher

variability present in the KTH set.

collection of (visual) words. To this end, it is necessary to

define a visual vocabulary from the local features extracted in

the video sequences, performing a quantization of the original

feature space.

We have analysed four different types of action repre-

sentation using visual words, considering the two single de-

scriptors presented in Sect. 2.2 and two possible combinations

of these descriptors. The proposed combinations are: i) a

weighted concatenation of the two descriptors and ii) a con-

catenation of the histograms of the bag-of-words that have

been computed from the 3D gradient descriptor and from the

histogram of optic flow. The first technique tries to obtain a

joint representation of appearance and motion for each spatio-

temporal volume. The latter acts at a higher level by first

forming two vocabularies, clustering descriptors of each kind

separately, and then by concatenating the final visual words

histograms; thus the SVM classifiers will be able to pick the

best combinations of features.

The visual vocabulary is generated by clustering of a set of

interest points and each cluster is treated as a visual word. In

particular, we use the k-means algorithm because of its sim-

plicity and convergence speed. By mapping the features ex-

tracted from a video to the vocabulary, we can represent it

by the frequency histogram of visual words. Then, this his-

togram is fed to a classifier to predict the action category. In

particular, classification is performed using non-linear SVMs

with the χ2 kernel [5]. To perform multi-class classification

we use the one-vs-one approach.

4. EXPERIMENTAL RESULTS

In this section, we report experiments conducted to validate

our proposed method. First we have evaluated our descriptors

and then we have compared our approach to the state-of-the-

art results. The two datasets, the KTH and Weizmann, com-

monly used for human action recognition are used as bench-

marks. The KTH dataset contains 2391 video sequences with

25 actors showing six actions: walking, running, jogging,

hand-clapping, hand-waving, boxing. The Weizmann dataset

contains 93 video sequences showing nine different people,

each performing ten actions such as run, walk, skip, jumping-

jack, jump-forward-on-two-legs, jump-in-place-on-two-legs,

gallop-sideways, wave-two-hands, wave-one-hand and bend.

Note that due to the large number of actors, clothing changes,

shadows and scenario, the KTH dataset can be considered

more challenging with respect to the Weizmann. Fig. 1 shows

these differences presenting sample frames selected from

videos that contain the same action in the two datasets. Our

experimental setup is the same of the most recent works in

action recognition domain and thus is suitable for a direct

comparison [12, 8, 7, 13]. The SVM classifiers used for the

KTH dataset were trained on videos of 16 actors and the

performance was evaluated using the videos of the remaining

9 actors. Measures have been taken according to a 5-fold

cross-validation. In the Weizmann dataset the classifiers were

trained on actions from eight actors and tested on the remain-

ing one. Measures have been taken using the leave-one-out

cross-validation. The quantization approach used to define

the visual vocabulary is k-means clustering, with 4000 visual

words for KTH and 1500 for Weizmann, respectively.

4.1. Evaluation of our descriptor

Table 1 shows the performance obtained using 3D gradient

description and optical flow description (HoF) alone and their

two combinations discussed in Sect. 3. In particular, in the

first two rows we report results obtained using only one of the

two descriptors: 3D gradient in the first row and histogram

of optic flow in the second. In the third row are reported the

results for the descriptor that is obtained through a weighted

concatenation of the two descriptors, while in row four the de-

scriptor is composed by the concatenation of the histograms

of the bag-of-words that have been computed from the 3D

gradient descriptor and from the histogram of optic flow. The

best result is obtained by the concatenation of the histograms.

This is due to the fact that the performance of 3D gradient

and HoF are quite complementary and because with this con-

catenation the SVM classifiers improve their implicit feature

selection of the descriptor that represents better the action.

As an example, the action recognition performance (Fig. 2)

for the boxing class on the KTH dataset is lower when us-

ing the HoF description instead of the 3D gradient, while for

handclapping is the opposite case. It can be observed (Fig. 2

c) that the concatenation of the histograms of the BoWs com-

Descriptor KTH Weizmann
3DGrad 90.38 ± 0.8 92.30±1.6

HoF 88.04 ± 0.7 89.74±1.8

3DGrad HoF combination 91.09 ± 0.4 92.38±1.9

3DGrad+HoF combination 92.10 ± 0.4 92.41 ±1.9

Table 1. Comparison of our descriptors, alone and combined,

on the KTH and Weizmann datasets.
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(a) 3DGrad (b) HoF

(c) 3DGrad+HoF combination

Fig. 2. Confusion Matrices on the test set KTH actions.

puted from both descriptors improves the performance for all

the classes except one. The only case where there is no im-

provement, is when the performance of the two descriptors

is too different. The smaller improvement obtained on the

Weizmann dataset is probably caused by the smaller training

set that is available and the increased size of the representa-

tion.

4.2. Comparison to state-of-the art

In Table 2 we report a comparison of the average class ac-

curacy of our approach with state-of-the-art results, reported

by other researchers. Results obtained on both datasets, KTH

and Weizmann, using our method outperform previous works

based on a BoW model [10, 12, 7, 11, 13, 12, 7, 6], and also

the results reported by Liu et al. [14] obtained combining

and weighting multiple features. Note that the results that

are closer to ours, the works present by Laptev et al. [8] and

Kläser et al. [11], require heavy parameter tuning. In fact in

[8] the results are obtained by a fine tuning of different de-

scriptors and grids which add structural information while in

[11] is used a single 3D gradient descriptor but with a heavy

optimization of its parameters (eight in total), that are depen-

dent on the dataset used. Finally, we cannot compare to re-

sults by Gorelick et al. [2] or Fathi and Mori [15], because

they use an holistic representation and more data given by

segmentation masks.

5. CONCLUSIONS

In this paper we have presented a novel method for human

action categorization based on a combination of a new 3D

gradient with an optical flow descriptor, for spatio-temporal

interest points. The approach was validated on two popular

Method KTH Weizmann
Our method 92.10 92.41
Laptev et al. [8] 91.8 -

Dollár et al. [10] 81.2 -

Wong and Cipolla [13] 86.62 -

Scovanner et al. [6] - 82.6

Niebles et al. [7] 83.33 90

Liu et al. [14] - 90.4

Kläser et al. [12] 91.4 84.3

Willems et al. [11] 84.26 -

Table 2. Comparison of our method with different methods,

using KTH and Weizmann datasets.

datasets (KTH and Weizmann), showing results that outper-

form state-of-the-art methods, without requiring parameter

tuning. Our future work will deal with development of new

quantization method and evaluation on real world videos.
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